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#### Abstract

In this paper we develop an exponentially fitted finite element method for a singularly perturbed advection-diffusion problem with a singular perturbation parameter $\varepsilon$. This finite element method is based on a set of novel piecewise exponential basis functions constructed on unstructured triangular meshes. The basis functions can not be expressed explicitly, but the values of each of them and its associated flux at a point are determined by a set of two-point boundary value problems which can be solved exactly. A method for evaluating elements of the stiffness matrix is also proposed for the case that $\varepsilon$ is small. Numerical results, presented to validate the method, show that the method is stable for a large range of $\varepsilon$. It is also shown by the numerical results that the rate of convergence of the method in an energy norm is of order $h^{1 / 2}$ when $\varepsilon$ is small. © 1997 Academic Press


## 1. INTRODUCTION

This paper deals with the numerical solution of a singularly perturbed advection-diffusion problem with a positive singular perturbation parameter $\varepsilon$ by a finite element method. The problem considered here can be regarded as a linear model for the incompressible Navier-Stokes momentum equations. It is well known that solutions to this kind of problem display sharp boundary layers when $\varepsilon \ll 1$ so that classic numerical methods often yield erroneous approximate solutions with spurious oscillations. To overcome this difficulty upwind schemes are often used. However this kind of method may give inaccurate results, especially when $\varepsilon$ has the same magnitude as that of the mesh parameter $h$ used (cf., for example, [2, 4]). An alternative way to solve this problem is to use exponentially fitted methods (based on the idea by Alan and Southwell [1]). One example is the exponentially fitted finite volume/ element method proposed in [5] and analyzed in [4] which is stable and has an accuracy of $h^{1 / 2}$ order with respect to a discrete, $\varepsilon$-independent energy norm. An excellent overview of these methods can be found in [8]. To our best knowledge, most of the existing exponentially fitted methods for singularly perturbed advection-diffusion equations in higher dimensions are essentially based on a one-dimensional constant approximation to the flux along
element edges (cf., for example, [4]), or a tensor product of the one dimensional approximations along element edges parallel to coordinate axes (cf., for example, [6]). The construction of genuine piecewise exponential basis functions on triangular meshes has been sought, but still remains an open problem except for some special cases (cf., for example [7]). Another progress on this is the divergence free shape functions for the semiconductor device equations proposed recently by Sacco, Gatti, and Gotusso (cf. [9]).

In this paper we present an exponentially fitted Galerkin finite element method based on a novel set of piecewise exponential basis functions constructed on an unstructured triangular mesh. At each point $x$ in a solution domain, the finite element subspace spanned by these basis functions yields constant approximations to the flux projections onto the directions from $x$ to the vertices of the triangle containing $x$, respectively. These basis functions do not have explicit analytical representations, but the point values of a basis function and its associated flux are determined by a set of two-point boundary value problems which can be solved exactly. Furthermore, each of the basis functions has the same support as that of the corresponding conventional piecewise linear one, and the former contains the latter as a special case (that the coefficient of the advection term is zero). The rest of our paper is organized as follows.

The continuous problem and some preliminaries are described in the next section. In Section 3 we construct the finite element space by deriving a set of the piecewise exponential basis functions. We also present a technique for the evaluation of the entries in the stiffness matrix for the case that $\varepsilon$ is small. Numerical results are given in Section 4. The numerical results show that the method is numerically stable for a large range of $\varepsilon$ and the rate of convergence of the method in the energy norm is of $h^{1 / 2}$ order when $\varepsilon \ll 1$.

## 2. THE PROBLEM

Consider stationary, linear, advection-diffusion problems of the form

$$
\begin{gather*}
-\nabla \cdot(\varepsilon \nabla u-\boldsymbol{a} u)+G u=F \quad \text { in } \Omega  \tag{2.1}\\
\left.u\right|_{\partial \Omega}=u_{D} \tag{2.2}
\end{gather*}
$$

where $\Omega \in \mathbb{R}^{2}, \partial \Omega$ is the boundary of $\Omega$, and $\varepsilon$ is a positive parameter. This problem arises from many physical models such as the the decoupled and linearized incompressible Navier-Stokes momentum equations. In this case $\varepsilon$ represents $1 / \mathrm{Re}$, where Re denotes the Reynolds number. Without loss of generality, we assume that $u_{D}=0$. The case of non-homogeneous boundary condition can be transformed into the homogeneous one by subtracting a known function satisfying the boundary conditions. For simplicity we also assume that $\partial \Omega$ is polygonal. The flux $f$ is defined as

$$
f=\varepsilon \nabla u-a u
$$

In what follows $L^{2}(\Omega)$ denotes the space of square integrable functions with norm $\|\cdot\|_{0}$ and $H^{1}(\Omega)$ the usual Sobolev space with norm $\|\cdot\|_{1}$. The inner product on $L^{2}(\Omega)$ or on $\boldsymbol{L}^{2}(\Omega):=\left(L^{2}(\Omega)\right)^{2}$ is denoted by $(\cdot, \cdot)$. We put $H_{0}^{1}(\Omega)=\left\{v \in H^{1}(\Omega):\left.v\right|_{\partial \Omega}=0\right\}$. The set of functions which, together with their first partial derivatives, are continuous on $\bar{\Omega}$ is denoted by $C^{1}(\bar{\Omega})$.

For the coefficient functions we assume that $\boldsymbol{a} \in$ $C^{1}(\bar{\Omega})$ and that $G, F \in L^{2}(\Omega)$. We also assume that $\boldsymbol{a}$ and $G$ satisfy

$$
\begin{equation*}
\frac{1}{2} \nabla \cdot \boldsymbol{a}+G \geq 0 \quad \text { in } \Omega . \tag{2.3}
\end{equation*}
$$

The variational problem corresponding to (2.1) and (2.2) is
Problem 2.1. Find $u \in H_{0}^{1}(\Omega)$ such that for all $v \in$ $H_{0}^{1}(\Omega)$

$$
\begin{equation*}
A(u, v)=(F, v) \tag{2.4}
\end{equation*}
$$

where $A(\cdot, \cdot)$ is a bilinear form on $\left(H_{0}^{1}(\Omega)\right)^{2}$ defined by

$$
\begin{equation*}
A(u, v)=(\varepsilon \nabla u-\boldsymbol{a} u, \nabla v)+(G u, v) . \tag{2.5}
\end{equation*}
$$

Let $\|\cdot\|_{E}$ be a functional on $H_{0}^{1}(\Omega)$ defined by $\|v\|_{E}^{2}=$ $\varepsilon(\nabla v, \nabla v)$. Then, by the well-known Poincaré-Fridriches inequality $\|v\|_{E}$ is an energy norm on $H_{0}^{1}(\Omega)$. Under the condition (2.3) it is possible to show that (cf., for example, [4])

$$
\begin{equation*}
A(u, u) \geq\|u\|_{E}^{2} \quad \forall u \in H_{0}^{1}(\Omega) . \tag{2.6}
\end{equation*}
$$

This implies that $A(\cdot, \cdot)$ is coercive on $H_{0}^{1}(\Omega)$ and, thus, by the Lax-Milgram lemma, Problem 2.1 has a unique solution in $H_{0}^{1}(\Omega)$.


FIG. 3.1. Notation associated with the triangle $t$.

## 3. THE FINITE ELEMENT METHOD

In this section we propose a novel conforming finite element for Problem 2.1.

Let $T_{h}$ be a partition of $\Omega$ consisting of triangles having diameters less than or equal to $h$. The set of vertices of $T_{h}$ not on $\partial \Omega$ is denoted $\left\{x_{i}\right\}_{1}^{N}$.

Corresponding to the mesh $T_{h}$, we now construct a space $S_{h} \subset H_{0}^{1}(\Omega)$ of dimension $N$ using the basis functions $\left\{\phi_{i j 1}\right\}^{N}$ defined below. These basis functions are motivated by the idea proposed by Sever [10] and a simpler case that $\boldsymbol{a}$ is irrotational and piecewise constant is discussed in [11].

Let $t \in T_{h}$ be a triangle with vertices $x_{i}, x_{j}$, and $x_{k}$. For any point $x \in t$ we use $l_{m}(m=i, j, k)$ to denote the segment connecting $x_{m}$ and $x$, and use $\boldsymbol{e}_{m}:=\left(e_{m, 1}, e_{m, 2}\right)$ ( $m=i, j, k$ ) to denote the unit vector from $x_{m}$ to $x$ (cf. Fig. 3.1). We now find $\phi_{i}(x)$ and its associated flux $\boldsymbol{f}_{i}(x):=$ $\left(f_{i, 1}(x), f_{i, 2}(x)\right)$ satisfying

$$
\begin{equation*}
\frac{d}{d \boldsymbol{e}_{m}}\left(\boldsymbol{f}_{i} \cdot \boldsymbol{e}_{m}\right)=\frac{d}{d \boldsymbol{e}_{m}}\left(\varepsilon \frac{d \phi_{i}(z)}{d \boldsymbol{e}_{m}}-a_{m} \phi_{i}(z)\right)=0 \quad \forall z \in l_{m} \tag{3.1}
\end{equation*}
$$

and the boundary conditions

$$
\phi_{i}\left(x_{m}\right)=\delta_{i m}, \quad \phi_{i}(x),
$$

where $a_{m}=\boldsymbol{a}(x) \cdot \boldsymbol{e}_{m}, \delta_{i m}$ denotes the Kronecker delta and $\phi_{i}(x)$ is yet to be determined. For each $x$, the above two point boundary value problem yields constant approximations to the flux $\boldsymbol{f}$ along the segments $l_{m}(m=1,2,3)$ (i.e., $\boldsymbol{f}_{i} \cdot \boldsymbol{e}_{m}$ is constant on $l_{m}$ ). Since, in (3.1), $a_{m}$ is independent of $z$, we can solve (3.1) analytically to obtain

$$
\phi_{i}(z)=\left\{\begin{array}{ll}
-C_{1} / a_{m}+C_{2} e^{a_{m} \mid z-x_{i} / \varepsilon}, & a_{m} \neq 0 \\
C_{1}\left|z-x_{i}\right|+C_{2}, & a_{m}=0
\end{array}\right\}
$$

$$
\forall z \in l_{m}, m=i, j, k,
$$

where $C_{1}\left(=\boldsymbol{f}_{i} \cdot \boldsymbol{e}_{m}\right)$ and $C_{2}$ are two constants to be determined and $|\cdot|$ denotes the Euclidean length. Using the boundary conditions (3.2) we get, for $m=i, j, k$,

$$
\begin{align*}
& f_{i, 1} e_{m, 1}+f_{i, 2} e_{m, 2}=\boldsymbol{f}_{i} \cdot \boldsymbol{e}_{m}=C_{1} \\
& \quad=\frac{\varepsilon}{\left|l_{m}\right|}\left[B\left(\frac{a_{m}\left|l_{m}\right|}{\varepsilon}\right) \phi_{i}(x)-B\left(-\frac{a_{m}\left|l_{m}\right|}{\varepsilon}\right) \delta_{i m}\right], \tag{3.3}
\end{align*}
$$

where $B(z)$ denotes the Bernoulli function defined by

$$
B(z)= \begin{cases}\frac{z}{e^{z}-1}, & z \neq 0  \tag{3.4}\\ 1, & z=0\end{cases}
$$

Now (3.3) defines three linear algebraic equations for the three unknowns $\phi_{i}(x), f_{i, 1}(x)$, and $f_{i, 2}(x)$. These three equations can be written as follows:

Problem 3.1. Find $\phi_{i}$ and $\boldsymbol{f}_{i}=\left(f_{i, 1}, f_{i, 2}\right)$ such that for any $x \in \bar{t}$

$$
D(x)\left(\begin{array}{c}
f_{i, 1}  \tag{3.5}\\
f_{i, 2} \\
\phi_{i}
\end{array}\right)=\left(\begin{array}{c}
-\varepsilon B\left(-a_{i}\left|l_{i}\right| / \varepsilon\right) \\
0 \\
0
\end{array}\right),
$$

where $D(x)$ is a $3 \times 3$ matrix defined by

$$
D(x)=\left(\begin{array}{ccc}
\left|l_{i}\right| e_{i, 1} & \left|l_{i}\right| e_{i, 2} & -\varepsilon B\left(a_{i}\left|l_{i}\right| / \varepsilon\right)  \tag{3.6}\\
\left|l_{j}\right| e_{j, 1} & \left|l_{j}\right| e_{j, 2} & -\varepsilon B\left(a_{j}\left|l_{j}\right| / \varepsilon\right) \\
\left|l_{k}\right| e_{k, 1} & \left|l_{k}\right| e_{k, 2} & -\varepsilon B\left(a_{k}\left|l_{k}\right| / \varepsilon\right)
\end{array}\right) \text {. }
$$

Any solution to Problem 3.1 defines the point values of the function $\phi_{i}$ and its associated flux $\boldsymbol{f}_{i}$ at $x \in \bar{t}$. Similarly we can define functions $\phi_{j}$ and $\phi_{k}$ associated with $x_{j}$ and $x_{k}$, respectively. The following theorem shows that Problem 3.1 is uniquely solvable for all $x \in \bar{t}$, and that $\phi_{i}, \phi_{j}$, and $\phi_{k}$ form a system of local basis functions on $t$.

Theorem 3.1. Let $t \in T_{h}$. Then, for any $x \in \bar{t}$, there exists a unique solution to Problem 3.1. Furthermore, we have

$$
\begin{align*}
\phi_{i}\left(x_{i}\right) & =1, \quad \phi_{i}=0 \quad \forall x \in{\overline{x_{j}} x_{k}},  \tag{3.7}\\
\phi_{i}+\phi_{i}+\phi_{k} & =1, \quad \boldsymbol{f}_{i}+\boldsymbol{f}_{j}+\boldsymbol{f}_{k}=-\boldsymbol{a} \quad \forall x \in \bar{t} \tag{3.8}
\end{align*}
$$

where ${\overline{x_{j}} x_{k}}$ denotes the edge of $t$ connecting $x_{j}$ and $x_{k}$.
Proof. To prove that Problem 3.1 is uniquely solvable we need only to show that for any $x \in \bar{t}$ the system matrix
$D(x)$ is nonsingular, or $\operatorname{det} D(x) \neq 0$. Let $\sigma_{m}=a_{m}\left|l_{m}\right| / \varepsilon$ ( $m=i, j, k$ ). From (3.6) we have, by direct computation,

$$
\begin{aligned}
\operatorname{det} D(x)= & \varepsilon\left[\left|l_{i}\right|\left|l_{j}\right| B\left(\sigma_{k}\right)\left(e_{j, 1} e_{i, 2}-e_{j, 2} e_{i, 1}\right)\right. \\
& +\left|l_{j}\right|\left|l_{k}\right| B\left(\sigma_{i}\right)\left(e_{k, 1} e_{j, 2}-e_{k, 2} e_{j, 1}\right) \\
& \left.+\left|l_{k}\right|\left|l_{i}\right| B\left(\sigma_{j}\right)\left(e_{i, 1} e_{k, 2}-e_{i, 2} e_{k, 1}\right)\right] \\
= & -\varepsilon\left[\left|l_{i}\right|\left|l_{j}\right| B\left(\sigma_{k}\right) \boldsymbol{e}_{z} \cdot\left(\boldsymbol{e}_{i} \times \boldsymbol{e}_{j}\right)\right. \\
& +\left|l_{j}\right|\left|l_{k}\right| B\left(\sigma_{i}\right) \boldsymbol{e}_{z} \cdot\left(\boldsymbol{e}_{j} \times \boldsymbol{e}_{k}\right) \\
& +\left|l_{k}\right|\left|l_{i}\right| B\left(\sigma_{j}\right) \boldsymbol{e}_{z} \cdot\left(\boldsymbol{e}_{k} \times \boldsymbol{e}_{i}\right)
\end{aligned}
$$

with $\boldsymbol{e}_{z}=(0,0,1)$ the unit vector perpendicular to $t$. From the orientations of $\boldsymbol{e}_{i}, \boldsymbol{e}_{j}, \boldsymbol{e}_{k}$, and $\boldsymbol{e}_{z}$ (cf. Fig. 3.1) we see that $\boldsymbol{e}_{z} \cdot\left(\boldsymbol{e}_{i} \times \boldsymbol{e}_{j}\right), \boldsymbol{e}_{z} \cdot\left(\boldsymbol{e}_{j} \times \boldsymbol{e}_{k}\right)$ and $\boldsymbol{e}_{z} \cdot\left(\boldsymbol{e}_{k} \times \boldsymbol{e}_{i}\right)$ are all nonnegative, and at least two of them are positive. Furthermore, since $B(\cdot)$ is always positive and at least two of $\left|l_{i}\right|,\left|l_{j}\right|$ and $\left|l_{k}\right|$ are positive, we have $\operatorname{det} D(x) \neq 0$.

We now prove (3.7). When $x=x_{i}$ we have $\left|l_{i}\right|=0$, and thus from the first equation in (3.5) we obtain $\phi_{i}\left(x_{i}\right)=1$. To prove the second part of (3.7), we note that $\boldsymbol{e}_{j}=-\boldsymbol{e}_{k}$ if $x \in \bar{x}_{j} x_{k}$. Thus we have

$$
\begin{array}{r}
\left|\begin{array}{ccc}
\left|l_{i}\right| e_{i, 1} & \left|l_{i}\right| e_{i, 2} & -\varepsilon B\left(-a_{i}\left|l_{i}\right| / \varepsilon\right) \\
\left|l_{j}\right| e_{j, 1} & \left|l_{j}\right| e_{j, 2} & 0 \\
\left|l_{k}\right| e_{k, 1} & \left|l_{k}\right| e_{k, 2} & 0
\end{array}\right| \\
\left.=-\varepsilon B\left(-a_{i}\left|l_{i}\right| \varepsilon\right)\left|l_{j}\right|\left|l_{k}\right| \begin{array}{cc}
e_{j, 1} & e_{j, 2} \\
e_{k, 1} & e_{k, 2}
\end{array} \right\rvert\,=0,
\end{array}
$$

since $\boldsymbol{e}_{j}$ is parallel to $\boldsymbol{e}_{k}$. So, applying the Cramer's rule to (3.5) and using the above we have $\phi_{i}=0$ for all $x \in$ $\overline{x_{j} x_{k}}$.

Now we prove (3.8). Let $\phi=\phi_{i}+\phi_{j}+\phi_{k}$ and $\left(f_{1}, f_{2}\right)=$ $\boldsymbol{f}=\boldsymbol{f}_{i}+\boldsymbol{f}_{j}+\boldsymbol{f}_{k}$. We know that ( $f_{i, 1}, f_{i, 2}, \phi_{i}$ ) satisfies (3.5). Analogously, $\left(f_{j, 1}, f_{j, 2}, \phi_{j}\right)$ and ( $f_{k, 1}, f_{k, 2}, \phi_{k}$ ) also satisfy (3.5) with the right-hand side vector replaced by ( 0 , $\left.-\varepsilon B\left(-\sigma_{j}\right), 0\right)^{\mathrm{T}}$ and $\left(0,0,-\varepsilon B\left(-\sigma_{k}\right)\right)^{\mathrm{T}}$, respectively. Summing the three linear systems we obtain

$$
D(x)=\left(\begin{array}{l}
f_{1} \\
f_{2} \\
\phi
\end{array}\right)=\left(\begin{array}{c}
-\varepsilon B\left(-\sigma_{i}\right) \\
-\varepsilon B\left(-\sigma_{j}\right) \\
-\varepsilon B\left(-\sigma_{k}\right)
\end{array}\right)
$$

with $D(x)$ the matrix defined in (3.6). We now verify that $\phi=1$ and $\boldsymbol{f}=-\boldsymbol{a}$ satisfy the above linear system. From (3.4) it is easy to verify that $B(-z)=e^{z} B(z)$. Thus, substituting $\phi=1$ and $\boldsymbol{f}=-\boldsymbol{a}$ into the left-hand side of the above linear system we have, for $m=i, j, k$,

$$
\begin{aligned}
\left|l_{m}\right| \boldsymbol{e}_{m} \cdot(-\boldsymbol{a})-\varepsilon B\left(\sigma_{m}\right) & =-\left|l_{m}\right| a_{m}-\varepsilon \frac{\left|l_{m}\right| a_{m} / \varepsilon}{e^{\sigma_{m}}-1} \\
& =-\frac{e^{\sigma_{m}}\left|l_{m}\right| a_{m}}{e^{\sigma_{m}}-1} \\
& =-\varepsilon e^{\sigma_{m}} B\left(\sigma_{m}\right) \\
& =-\varepsilon B\left(-\sigma_{m}\right)
\end{aligned}
$$

Thus we have proved (3.8).
For each triangle having $x_{i}$ as a vertex, where $x_{i} \notin \partial \Omega$, we have defined a local function $\phi_{i}$ and its associated flux $\boldsymbol{f}_{i}$ as above. These functions do not have explicit representations, but their values at each point are determined uniquely by the linear system (3.5). Combining all the local functions associated with $x_{i}$ we obtain a hat function $\phi_{i}$ defined on the union of all the triangles sharing $x_{i}$, denoted by $\Omega_{i}$. From Theorem 3.1. we see that this $\phi_{i}$ is unity at $x_{i}$ and 0 on $\partial \Omega_{i}$. This hat function $\phi_{i}$ can then be extended to $\bar{\Omega}$ by defining $\phi_{i}(x)=0$ for all $x \in \Omega \backslash \bar{\Omega}_{i}$. Applying Cramer's rule to (3.5) we see that in each triangle $t, \phi_{i}$, can be expressed as a ratio of a function of $a_{m}$ and $\left|l_{m}\right|$ ( $m=i, j, k$ ) and the determinant $\operatorname{det}(D)$. Since both the numerator and the denominator in the expression for $\phi_{i}$ contain only polynomials and exponentials of $a_{m}$ and $\left|l_{m}\right|$ ( $m=i, j, k$ ), $\phi_{i}$ is differentiable in $t$, because $a \in C^{1}(\bar{\Omega})$. This implies that $\phi_{i} \in H^{1}(t)$. (In fact, $\phi_{i} \in H^{1}(t)$ if $\boldsymbol{a} \in$ $\left(H^{1}(t)\right)^{2}$.) If we can show that $\phi_{i}$ is continuous across interelement boundaries in $\Omega_{i}$, then $\phi_{i} \in C^{0}(\bar{\Omega}) \cap H_{0}^{1}(\Omega)$. Let $t_{1}$ and $t_{2}$ be the two triangles sharing the edge $\bar{x}_{i} x_{j}$, and let $\phi_{i, 1}$ and $\phi_{i, 2}$ are the local functions on $t_{1}$ and $t_{2}$ respectively defined by (3.5). When $x \in \bar{x}_{i} x_{j}$ we have that $\left(e_{j, 1}, e_{j, 2}\right)=$ $-\left(e_{i, 1}, e_{i, 2}\right)$ (cf. Fig. 3.1). Thus multiplying the first equation in (3.5) by $\left|l_{j}\right|$ and the second equation by $\left|l_{i}\right|$, and adding the resulting equations up we have
$-\left[\left|l_{j}\right| B\left(\sigma_{i}\right)+\left|l_{i}\right| B\left(\sigma_{j}\right)\right] \phi_{i, m}=-\left|l_{j}\right| B\left(-\sigma_{i}\right), \quad m=1,2$,
where $\sigma_{n}=a_{n} l_{n} / \varepsilon(n=i, j)$. So both $\phi_{i, 1}$ and $\phi_{i, 2}$ on ${\overline{x_{i}} x_{j}}$ are determined by the above equation, and thus $\phi_{i}$ is continuous across $\overline{x_{i} x_{j}}$ because $\boldsymbol{a}$ is continuous on $\bar{\Omega}$ and $B(z)$ is a continuous function.

We remark that when $\boldsymbol{a} \equiv 0$, the basis function $\phi_{i}$ reduces to the standard piecewise linear basis function. Obviously $\phi_{i}$ is a hat function on its support $\Omega_{i}$. To visualize $\phi_{i}$ in a typical case, we choose $\Omega_{i}$ to be the unit square $[0,1] \times$ $[0,1]$ consisting of four triangles formed by the four sides and the two diagonals of the square. We then solve (3.5) with $\boldsymbol{a}=(x+y, y)$ on each triangle. The results for $\varepsilon=$ 0.5 and 0.1 are plotted in Fig. 3.2. From these plots we see that $\phi_{i}=1$ at the center and zero on the boundary of $\Omega_{i}$, as proved in Theorem 3.1. It is also seen that the hat functions are continuous on $\Omega_{i}$.

We now put $S_{h}=\operatorname{span}\left\{\phi_{i}\right\}_{1}^{N}$. From the above discussion we see $S_{h} \subset C^{0}(\bar{\Omega}) \cap H_{0}^{1}(\Omega)$. Using this finite element space $S_{h}$ we define the following Bubnov-Galerkin problem.

Problem 3.2. Find $u_{h} \in S_{h}$ such that for all $v \in S_{h}$

$$
\begin{equation*}
A\left(u_{h}, v_{h}\right)=\left(F, v_{h}\right) \tag{3.10}
\end{equation*}
$$

with $A(\cdot, \cdot)$ the bilinear form on $\left(H_{0}^{1}(\Omega)\right)^{2}$ defined by (2.5).
Because $S_{h} \subset H_{0}^{1}(\Omega)$, from (2.6) we have

$$
A\left(v_{h}, v_{h}\right) \geq\left\|v_{h}\right\|_{E}^{2} \quad \forall v_{h} \in S_{h} ;
$$

i.e., $A(\cdot, \cdot)$ is coercive on $S_{h} \times S_{h}$. Therefore, there exists a unique solution to Problem 3.2.

The stability and convergence of the method involve intensive mathematical analysis and are currently under development. In the present paper we concentrate on the computation of the method. The numerical results in the next section show that the method is numerically stable when $\varepsilon \ll h$ and converges, in the energy norm, to the exact solution at the rate of $h^{1 / 2}$ order.

Let $u_{h}=\sum_{j=1}^{N} u_{j} \phi_{j}$ and $v_{h}=\phi_{i}(i=1,2, \ldots, N)$. Substituting these into (3.10) we obtain a linear algebraic system of the form

$$
B \boldsymbol{u}=\boldsymbol{b},
$$

where $\boldsymbol{u}=\left(u_{1}, u_{2}, \ldots, u_{N}\right)^{\mathrm{T}}, \boldsymbol{b}$ is a known vector, and $B:=$ $\left(b_{i j}\right)_{N \times N}$ is an $N \times N$ unsymmetric matrix with

$$
\begin{equation*}
b_{i j}=\int_{\Omega}\left(\varepsilon \nabla \phi_{j}-\boldsymbol{a} \phi_{j}\right) \cdot \nabla \phi_{i} d x=\int_{\Omega} \boldsymbol{f}_{j} \cdot \nabla \phi_{i} d x \tag{3.11}
\end{equation*}
$$

We comment that $\nabla \phi_{i}$ is not given explicitly in (3.5), but it can be obtained from

$$
\nabla \phi_{i}=\left(\left(f_{i, 1}+a_{i} \phi_{i}\right) / \varepsilon,\left(f_{i, 2}+a_{i} \phi_{i}\right) / \varepsilon\right),
$$

where $\left(f_{i, 1} f_{i, 2} \phi_{i}\right)$ is the solution to (3.5). When $\varepsilon$ is small, $\nabla \phi_{i}$ is peaked along one side of a triangle, which makes the numerical evaluation of (3.11) difficult. To overcome this difficulty, we observe that the variation of $\boldsymbol{f}_{i}$ in any element $t$ is much smaller than that of $\nabla \phi_{i}$. So we may approximate $b_{i j}$ by

$$
b_{i j} \approx \sum_{t \in T_{h}} \boldsymbol{f}_{j}\left(b_{t}\right) \cdot \int_{t} \nabla \phi_{i} d x
$$

where $b_{t}$ denotes the barycenter of the element $t$. This is equivalent to applying the one-point quadrature rule to the term $\boldsymbol{f}_{i}$. Now, integration by parts we get


FIG. 3.2. Hat functions: (a) $\varepsilon=0.5$; (b) $\varepsilon=0.1$.

$$
\begin{equation*}
b_{i j} \approx \sum_{t \in T_{h}} \boldsymbol{f}_{j}\left(b_{t}\right) \cdot \int_{\partial t} \boldsymbol{n} \phi_{i} d s \tag{3.12}
\end{equation*}
$$

Here $\partial t$ denotes the boundary of $t$ and $\boldsymbol{n}$ the unit outward normal vector of $\partial t$. The line integral in (3.12) is easy to evaluate numerically. This is because along each side of $t$, $\phi$ reduces to a one-dimensional exponential hat function determined by (3.9) (cf. Fig. 3.2).

## 4. NUMERICAL EXPERIMENTS

To validate the method in the previous section, numerical experiments were performed. The implementation of the previous method needs numerical integrations on both segments and triangles. For all the numerical solutions below we use the 2-point Gauss quadrature rule for all the line integrals in the right side of (3.12) and the 9 -point quadrature rule for all area integrals on triangles. (The
latter can be found, for example, in [3, p. 183].) All computations were carried out in double precision on a UNIX workstation.

The test problem is chosen to be (cf. [5])

$$
\begin{aligned}
-\nabla \cdot(\varepsilon \nabla u-\boldsymbol{a} u)+2 u & =F & & \text { in } \Omega=(0,1)^{2}, \\
u & =0 & & \text { on } \partial \Omega,
\end{aligned}
$$

with $\boldsymbol{a}=(1,1)$ and the exact solution

$$
u=x y\left(1-e^{(x-1) / \varepsilon}\right)\left(1-e^{(y-1) / \varepsilon}\right)
$$

The right-hand side function is

$$
\begin{aligned}
F= & x\left(1-e^{(x-1) / \varepsilon}\right)\left[1+e^{(y-1) / \varepsilon}+y\left(1-e^{(y-1) / \varepsilon}\right)\right] \\
& +y\left(1-e^{(y-1) / \varepsilon}\right)\left[1+e^{(x-1) / \varepsilon}+x\left(1-e^{(x-1) / \varepsilon}\right)\right] .
\end{aligned}
$$



FIG. 4.1. (a) The initial mesh. (b) The refined mesh with 2401 mesh nodes.

TABLE I
Computed Rates of Convergence in Various Norms for Different $\varepsilon$

| $\varepsilon$ | $\\|\cdot\\|_{E}$ | $\\|\cdot\\|_{0}$ | $\\|\cdot\\|_{\infty, h}$ |
| :---: | :---: | :---: | ---: |
| 1 | 1.00 | 2.00 | 1.74 |
| $10^{-1}$ | 0.97 | 1.90 | 1.84 |
| $10^{-2}$ | 0.71 | 1.15 | 0.70 |
| $10^{-3}$ | 0.55 | 0.64 | -0.17 |
| $10^{-4}$ | 0.53 | 0.65 | -0.01 |
| $10^{-5}$ | 0.52 | 0.67 | 0.23 |
| $10^{-6}$ | 0.52 | 0.68 | 0.23 |
| $10^{-7}$ | 0.52 | 0.68 | 0.23 |

Obviously this problem has two boundary layers along $x=1$ and $y=1$.

We first evaluate numerically the rates of convergence of the method in different norms. The domain $\Omega$ is first triangulated into 18 triangles with four randomly generated interior nodes. We then smooth the mesh by moving each interior node to the average of its neighboring nodes. The maximum angle and the minimum angles in the resulting mesh are respectively $95.1^{\circ}$ and $31.6^{\circ}$, and the mesh parameter $h_{1} \approx \frac{1}{3}$. This mesh is then refined repeatedly by adding




FIG. 4.2. Results for different values of $\varepsilon$ : (a) 0.1 ; (b) 0.01 ; (c) 0.001 ; (d) 0.0001 .


FIG. 4.3. Results obtained using the uniform mesh: (a) $\varepsilon=0.001$; (b) $\varepsilon=0.0001$.

The computed values of $p$ for different values of $\varepsilon$ are listed in Table I. From the table we see that when $\varepsilon$ is small, the computed rates of convergence in $\|\cdot\|_{E}$ and $\|\cdot\|_{0}$ are about 0.5 and 0.65 , respectively. The former rate is in agreement with the known result for the one-dimensional exponential fitting method and this rate of convergence is optimal (cf., for example, [6]). The computed rate of convergence in the maximum norm $\|\cdot\|_{\infty, h}$ is positive except for $\varepsilon=10^{-3}$ and $10^{-4}$.

To demonstrate the numerical stability of the method, we plot, in Fig. 4.2, the results of the test problem for various $\varepsilon$ obtained using the triangular mesh depicted in Fig. 4.1b. Because the mesh is unstructured, we first evaluate the nodal values of the approximate solution at the vertices of the $40 \times 40$ uniform grid using the conventional piecewise linear interpolation. Then the interpolated nodal values at the vertices of the uniform grid are plotted. From this figure we see that there are no spurious oscillations in the numerical solutions although these solutions display sharp boundary layers. It is also seen that the results for $\varepsilon<0.1$ are piecewise smooth. They are not smooth or are less smooth across the element edges of the initial mesh depicted in Fig. 4.1a This is because the refined mesh in Fig. 4.1b changes its mesh density and pattern across the interelement boundaries of the initial mesh. To improve the pointwise accuracy of the approximate solution in regions away from the layers, we may use uniform meshes. Figure 4.3 contains the numerical solutions using the mesh obtained by dividing each square in the $65 \times 65$ uniform mesh into two triangles by its diagonal from SE to NW. From this figure we see that the results are much smoother than those in Fig. 4.2. This is probably due to the superconvergence of the method in regions away from the layers when a uniform mesh is used.

## 5. CONCLUSIONS

In this paper we presented an exponentially fitted finite element method with triangular elements for a singularly
perturbed advection-diffusion equation. The method is based on a set of novel piecewise exponential basis functions. The basis functions can not be expressed explicitly, but the point values of each of them and its associated flux are determined by a set of two-point boundary value problems. Numerical experiments were performed to validate the usefulness of the method and the numerical results showed that, when $\varepsilon \ll h$, the method is numerically stable and converges to the exact solution in the energy norm at a rate of $h^{1 / 2}$.
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